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Comparisons of CIP, compact and CIP-CSL2 schemes for
reproducing internal solitary waves

K. Nakayama®{
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SUMMARY

Six different models were evaluated for reproducing internal solitary waves which occur and propagate
in a stratified flow field with a sharp interface. Three stages were used to compute internal solitary
waves in a stratified field: (1) first-phase computation of momentum equations, (2) second-phase com-
putation of momentum equations, which corresponds to computing the Poisson’s equation, and (3)
density computation. The six models discussed in this paper consisted of combinations of four different
schemes, a three-point combined compact difference scheme (CCD), a normal central difference scheme
(CDS), a cubic-polynomial interpolation (CIP), and an exactly conservative semi-Lagrangian scheme
(CIP-CSL2). The residual cutting method was used to solve the Poisson’s equation. Three tests were
used to confirm the validity of the computations using KdV theory; i.e. the incremental wave speed
and amplitude of internal solitary waves, the maximum horizontal velocity and amplitude, and the wave
form. In terms of the shape of an internal solitary wave, using CIP for momentum equations was found
to provide better performance than CCD. These results suggest one of the most appropriate scheme for
reproducing internal solitary waves may be one in which CIP is used for momentum equations and
CCD to solve the Poisson’s equation. Copyright © 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In lakes and oceans, sharp interfaces may occur due to large river inflows and strong solar
radiation. In a stratified flow field with a sharp interface, external forces such as tide and
wind can cause internal waves. Such internal waves play a significant role in mass transport.
For example, it has been shown that internal waves and mixing drive residual circulation may
transport dissolved material to the centre of a lake [1,2].

A considerable number of field observations have been made in an effort to gain an
understanding of mass transport in lakes, fjords and coastal regions resulting from internal
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waves [3,4]. However, the influence of internal waves on flow fields is difficult to examine
through field observations because internal waves occur underwater and it is difficult to obtain
high-resolution spatial data. Numerical computation is thus considered a more practical means
of examining the influence of internal waves on flow fields.

The use of numerical computation to study the role of internal waves requires the use
of higher-order schemes in order to reproduce sharp interfaces [5]. It is also necessary to
conserve mass and energy, which are given initially, during time development. Therefore,
it is necessary to use higher-order schemes that satisfy mass and energy conservation in
numerical investigations of internal waves in stratified flow fields.

One approach to solving problems in a stratified flow field with a sharp interface, such as
a two-layer system, is based on the Korteweg-de Vries (KdV) equation. For instance, theoret-
ical studies of internal solitary waves have examined the nonlinear effect of the KdV [6, 7].
However, it is difficult to include completely nonlinear effects, such as the effect of an internal
wave breaking, in a vertically integrated model. Therefore, models based on N-S equations
that are not vertically integrated are needed to investigate mass transport caused by internal
waves. For example, mass transport has been found to occur as a result of closed streamlines
when large-amplitude internal waves shoal [8]. The generation of turbulence due to internal
wave breaking has also been a subject of investigation in stratified flow fields [9, 10].

Computing internal waves in a stratified field can be done in three stages: (1) first-phase
computation of momentum equations, (2) second-phase computation of momentum equations,
which corresponds to computing Poisson’s equation, and (3) density computation. Various
models can then be proposed by applying different higher-order schemes to each stage.

The CIP scheme can be considered one of the most appropriate schemes in the study of
internal solitary waves because the CIP scheme [11-15] is widely recognized as being a stable
computation scheme for solving the advection term in the field of fluid mechanics [16]. It
is semi-Lagrangian and provides high CFL conditions. The CIP scheme also provides low
numerical diffusion as it solves hyperbolic equations with third-order accuracy in space [17].
This scheme is so widely applicable that it has been used to cover both compressible and
incompressible flows [18] and has also been successfully applied to multi-phase flows, i.e.
solid substances arising from fluids [19, 20].

The CIP-CSL family can be proposed as another scheme suitable for solving internal soli-
tary waves because, for problems in a stratified flow field where the interface between the
two layers is very thin compared to the vertical mesh size, a precise scheme that satisfies
mass conservation is needed. In the CIP-CSL family, CIP-CSL4 [21-23] has been developed
as an exact conservative scheme. In comparison to CIP-CSL4, the original CIP gives a more
diffusive solution for a square wave advected with a constant velocity field because the con-
servative form is not directly solved in the advection computation [21]. A similar scheme
to CIP-CSL4, CIP-CSL2 has also been developed as a conservative scheme [24,25]. CIP-
CSL4 has large memory requirements and, because of limitations on computational capacity,
CIP-CSL2 will be discussed in this paper in preference to the more exact CSL4 scheme.

Amongst other potential schemes for solving internal solitary waves not already discussed,
the spectral method is considered superior in reproducing internal waves [26]. The spectral
method has been successfully applied to understand internal waves breaking in a stratified
flow field in a simple computational domain [26]. Unfortunately, because it is difficult to
apply to complicated boundary conditions, the use of the spectral method has been limited to
simple flow fields. Although the flow investigated in this study could be considered simple,
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a numerical scheme is needed as an alternative to the spectral method for problems with
complicated boundary conditions.

Compact schemes are considered suitable alternative numerical schemes because they are
highly applicable to complicated boundary conditions [27-29]. In previous studies on
the development of compact schemes, a three-point combined compact difference scheme
(CCD) [28,30] was found to be one of the most accurate and widely applicable schemes
because it provides sixth-order accuracy in both the interior and at the boundary. CCD can
also be used to compute not only the advection term but also all other terms in space.

In this paper, six models are proposed for solving internal solitary waves. A previously
developed scheme based on CIP [5] is included as one of the six models in order to understand
the applicability of the new schemes and to validate the accuracy of the previously developed
scheme. Each model was evaluated by comparing the results of numerical computation with
theoretical solutions.

2. GOVERNING EQUATIONS

A two-dimensional large-eddy simulation model [31-33] was used to reproduce internal soli-
tary waves in a stratified flow field with a view to using numerical computation for general
problems in oceans and lakes. The two-dimensional continuity and momentum equations were:

6”,‘ o
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where i, k=1, and 2 correspond to the coordinates of x and z, u; (i=1 and 2) are the
velocities in the x and z direction ¢ is the time, v is the kinematic viscosity, p is the water
density, and p’ is the density deviation. In general, density is a function of salinity and
water temperature. In this study, density was used as a variable instead of salinity and water
temperature. Thus, the scalar and turbulent kinetic energy equations were:
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K = Kpy =CLEV2A (8)
Ky = C,EV?/PrA (9)
Ky = C,E'>A/Pr, (10)
Pr, =1+ 03A’N?/E (11)
C, = 0.845 (12)

C,, = 0.0856 (13)

Pr = 0.420 (14)

Here, A is the grid length, and N is the Brunt-Vaisala frequency. The coefficient of eddy
diffusion in the vertical coordinate was evaluated using second-order closure [32] to include
the effects of stratification, especially around the interface.

3. COMBINED SCHEME USING CIP, CIP-CSL2, CDS, AND CCD

3.1. CIP method

The CIP scheme [11-15] is used to compute hyperbolic equations such as Euler equations:

aff-l-ukafffo

ot oxp (15

where f is an arbitrary variable. In this section, a one-dimensional hyperbolic equation and a
regular grid system are dealt with in reviewing the CIP scheme. The derivative of Equation

(15) yields
AN AN
o <6x1> o M <6x1 =0 (16)

Equations (15) and (16) may be divided into two computational phases as follows:
First phase:
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In the first phase, f"*! and (8]‘//5x1) are computed using a cubic polynomial function such
as

a n
fi”+1 =ay& +a; &+ (5:) E+ f! (20)
1
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where i is the notation for each node, &= —u;At, and Ax is the grid interval,
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(0f/ox; )" is obtained from the known values, du,/dx;, and 0 f//Exl. In the CIP scheme,
the derivative of Equation (15) is computed separately, which means that the derivative of
f: reflects the physical model described previously in Equation (16) [25].

3.2. The CIP-CSL2 scheme

The CIP-CSL2 scheme [24,25] was proposed to satisfy mass conservation as it is not exactly
satisfied in the original CIP method. A one-dimensional hyperbolic equation for mass in each
grid is dealt with in the CIP-CSL2 scheme.

oD oD
o T =0 (24)
D= / F(, 1) dx (25)

The derivative of Equation (24) yields
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The same cubic polynomial function used in the CIP scheme was applied to approximate
the profile of D,

DI(x)=boX> + b X* + (gf) X (27)
1

where X =x — x;.
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The derivative of D}(x) was obtained as

n o aDl"(x) o 2 OD, "
E'(x)= ox, =3bo X" +2b1 X + ) (28)
The coefficients, by and b, were obtained from the boundary conditions for each mesh
Dj/(xi1) = pf (29)
aDzn Xi n n
PR i) = 11 (30)
p?z/ S Cx,t)dx (31)
Finally, the coefficients were determined as
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The time development of p? was obtained from the upstream volume,
P?ﬁl:/l SOt + A dx= | S (x,t)dx (34)

where xp; is a position that moves from x; at a speed of up; for A¢, and xp;,; is a position that
moves from x;;; at a speed of up;y; for Az. The derivative of D!(x) was computed following
the same procedure as for the CIP scheme.

3.3. CCD scheme

The sixth-order derivatives given by the CCD scheme were obtained from two equations

[28,30]:
@) (@) (@), @)

:16172)(0{#1 = fi-1) (33)
{2, ()} (3 -+{(5), ()]
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A simple iterative method was used to obtain the solution to Equations (35) and (36). CCD
can compute not only the advection term but also all other terms in space.
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Figure 1. Two-dimensional advection problem: (a) schematic diagram of initial condition for computa-
tion; and (b) concentration along A-A’ at t=0.5s. Thin solid line indicates theoretical solution. Dots,
thick line and broken line indicate the results of CIP, CCD and CDS respectively.

3.4. Two-dimensional advection problem

CCD was applied to an advection problem to investigate the characteristics of CCD in an ad-
vection computation. A two-dimensional computational domain was used by giving a constant
advection velocity, 1 ms~!. The number of grids was taken as 100 x 20 with a grid interval
of 0.02m (Figure 1). The time step was given as 0.005s and the computation was carried out
for 0.5s. The square concentration, 0.1 initially and 0.05 elsewhere, was given in a compu-
tational domain denoted by a black rectangle in Figure 1. The concentration along A—A’ was
compared for CIP, CCD and CDS. Applicability to a square wave advected with a constant
velocity was noticeably higher for CIP, providing important information on the computation
scheme to use for density. In density computation, the scheme with the least difference be-
tween computed and actual has the highest applicability. Hence it could be suggested that
density computation is best achieved through application of the CIP family. Therefore, in this
study, the density computation was only conducted by using CIP family, namely CIP and
CIP-CSL2.

3.5. Models

Six different models using CIP, CIP-CSL2, second-order central, and CCD schemes (denoted
as CIP, CIP-CSL2, CDS, and CCD (Table I)) are proposed to reproduce internal solitary
waves. The residual cutting method [34] was used to solve the Poisson’s equation for all
models. Turbulent kinetic energy equation was also solved by using CCD scheme for all
models.

The six models can be categorized into three groups: New Models (Models 1-4), Previously
Developed Model (Model 5) and Modified Previously Developed Model (Model 6). In the
New Models, CCD was applied in the first phase computation of momentum equations in
order to investigate differences with the Previously Developed Model (in which CIP is used).
In the second-phase computation of momentum equations for the New Models, both CCD
and CDS are applied. Neither CCD nor CDS schemes provided good agreement with the
theoretical solution in the advection problem (previous subsection) and both are applied to
make clear the high applicability of CCD compared to CDS.

In the Modified Previously Developed Model, CCD is applied in a second-phase compu-
tation of momentum equations to understand how the Previously Developed Model works
compared to the modified model (which is supposed to be more accurate). As shown in the

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2006; 51:197-219



204 K. NAKAYAMA

Table I. Structure of the six models discussed in this paper, which

consisted of combinations of four different schemes, a three-point

combined compact difference scheme (CCD), an exactly conservative

semi-Lagrangian scheme (CIP-CSL2), a cubic-polynomial interpolation
(CIP), and a normal central difference scheme (CDS).

First phase in Second phase in
momentum equations momentum equations Density
Model 1 CCD CDS CIP-CSL2
Model 2 CCD CDS CIP
Model 3 CCD CCD CIP-CSL2
Model 4 CCD CCD CIP
Model 5 CIP CDS CIP
Model 6 CIP CCD CIP

previous subsection, the CIP family is highly applicable to density computation and only CIP
and CIP-CSL2 are used in density computation for all models.

Therefore, for the momentum equations, time development for Models 1 and 2 was carried
out by applying CCD to solve the first phase and using CDS to solve the Poisson’s equation
as follows:

First phase:
T:ll' — T/lln - au,- 1 8[) aRl‘k gp/ 2 "

At < Uk ox,  p Oxp  Ox; + 00 TV ccp G7)

Second phase:
ul{1+1 _ 1:[1' _l (aanrl) (38)

At P\ OX Jeps
n+1
(a”f ) -0 (39)
0xi Jeps

In contrast, in Models 3 and 4, CCD was applied to solve the Poisson’s equation more
accurately than in Models 1 and 2 as follows:
First phase:

a —ul' ou; 1 dp  ORy gp' 5\
INE (—uk o — o 0 — oy ~+ 0n P + vwWauy,; o (40)
Second phase:
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0xi Jcep
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The CIP scheme was applied as usual, as specified in Model 5, to investigate the differences
between using CCD and CIP for momentum equations as follows:

First phase:
u; —ul 10p ORy gp' 2 )n
L= ——2—— + 0pn=— + Wy 43
At ( poxy o Cp . (“43)
Second phase:
Aoh_ (e "
At p Oxy, cDS
6ﬁi>
=0 (45)
<6xi CDS
Third phase:
ut! = CIP(i;) (46)

In contrast to Model 5, the CCD scheme was used to solve the Poisson’s equation to
improve the accuracy of computation in Model 6.
First phase:

Second phase:
o — U; 1 [/dp"t!
A P ( X >CCD “9)
(ZZ)CCD =0 (49)
Third phase:
ut! = CIP(i;) (50)

Therefore, for Models 1-6, the difference between using CCD and CDS to find a solution
to the Poisson’s equation was determined through comparison of Models 1 and 3, Models 2
and 4, and Models 5 and 6.

For density, CIP-CSL2 was used in Models 1 and 3 as

. 0 ap\\
dfracp — p"At = <an (th a}i)) (51)
CCD
"t = CIP — CSL2(p) (52)
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Table II. Models for a comparison of schemes in each phase. Corresponding figures and models
discussed in the study are shown in the third column.

Figure (models, circle shows the

Compared schemes Models model which provided better result)

CCD vs CIP for first phase 2-54-6 4, 8 and 12(2-(%), 8(4-®)

CDS vs CCD for second phase 1-3, 2-4, 5-6 4,5,6, 8 and 12 (1-B), 2-@, 5-©®,
13(D-3, @4, 5-6)

CIP-CSL2 vs CIP for density 1-2, 3-4 9 (1-2, 3-4)

Figure 4: mass conservation test

Figure 5: incremental wave speed and amplitude of an internal solitary wave (first test)

Figure 6: maximum horizontal velocity and amplitude (second test)

Figure 8: wave form (third test)

Figure 9: interface thickness

Figure 12:  iteration number for computing the Poisson’s equation
Figure 13:  computation time

In Model 2, and Models 4—6, CIP was used as

P _ (2 (g VY
Ar <6xk (th axlc))CCD 43

P = CIP(p) (54)

The schemes used in the study were thus evaluated as follows: (a) differences in the
applicability of CCD and CIP to first-phase momentum equations were obtained by comparing
Models 2 and 5, and 4 and 6; (b) the applicability of CCD to solving the Poisson’s equation
compared to that of CDS was determined by comparing Models 1 and 3, 2 and 4, and Models
5 and 6; (c) the influence of CIP-CSL2 on mass conservation, compared to that of CIP, was
evaluated by comparing Models 1 and 2, and 3 and 4. The summary of comparisons of
schemes in each phase is shown in Table II.

4. INTERNAL SOLITARY WAVE IN TWO-LAYER SYSTEM

4.1. Initial condition

We reproduced an internal solitary wave in a two-layer system to evaluate the computational
performance of each model. The initial condition was selected to produce one internal solitary
wave following [35,36] (Figure 2). A configuration with light water over a deeper layer of
heavier water was used. Step-like initial disturbance was created using a slightly tilted face to
reduce turbulence. The difference in density between the lower and upper layers was 40kgm .
Non-slip conditions were used on both the top and bottom of the lateral walls. The number
of meshes was 750 x 75, and the mesh intervals for each coordinate were 0.004 m x 0.002 m
and At was 0.00667 s.
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Figure 2. Schematic diagram of initial condition for computation to create one internal solitary wave.
Configuration used was light water over deeper layer of heavier water. Step-like initial disturbance was
created using slightly tilted face to reduce turbulence.

4.2. Analytical solution

A hyperbolic-tangent density profile was used to define the vertical density profile at the
interface in the two-layer system.

_ P2 — p1 hy
p(z)—po{l— e tanhcc({—hl+h2>} (55)
{=z/(h + h) (56)
po =212 (57)

where p; and p, are the density of the upper and lower layers, respectively, o is a repre-
sentative half-depth of the pycnocline, and { is along the z coordinate which starts from the
bottom.

Under the Boussinesq approximation, the amplitude of an internal solitary wave is given by

1 = o cosh x%‘:t (58)
Ao 6s(hi + o))
h {_ rCoMo } (59)
- 2rn
c_%{1+“m+hﬂ} (60)
Gp= —— 0 61)
o Vg(h + hy)
Ly
MYV CULSIL -
4 [, p'(0¢/00)*dL
o ( 0\ gbop_
e i) )
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where ¢(0)= ¢(1—h,/(h1+hy))=0. Equation (63) is the zeroth-order eigenvalue equation.
The number of solitons that will evolve is obtained from

S
N<=+1 (64)
~ rl oy
. C;O f() p (152dC (65)
2 [y p'(0¢/00)* dC

The number of internal solitary waves is obtained as 1 from Equation (64) which gives
N =1.47217.

5. PERFORMANCE EVALUATION

5.1. Comparisons with analytical solution

The propagation of one dominant internal solitary wave is depicted in Figure 3, in which
the number of internal solitary waves is the same as predicted from Equation (64). From
the initial condition, A, ¢y, r, and s were obtained as 0.2078 m, 0.1072 ms~', —1.4124, and
—0.0034, respectively. Because the propagation speed of the dominant internal solitary wave
was larger than that of the other spatial high-frequency waves, the internal solitary wave
propagated without being influenced by other higher frequency waves (Figure 3).

Firstly, mass conservation was investigated by comparing root mean square error of density
in a tank (Figure 4). The largest errors were produced by Models 1 and 2. Interestingly, there
was no significant difference between CIP and CIP-CSL2 (Models 2 and 1, and Models 4 and
3) for the density computation because the mass conservation errors were mainly caused by
eddy diffusion computation using CCD. It is obvious that using CDS to solve the Poisson’s
equation (Models 1, 2 and 5) reduced the accuracy of mass conservation. Furthermore, the
error produced by Model 5 was smaller than that produced by Model 2. The difference
between Models 2 and 5 lies in the use of CIP in the first-phase computation of momentum
equations in Model 5. Therefore, using CIP in momentum equations provided better mass
conservation than using CCD for first-phase computation of momentum equations (Table II).
This may be because CIP reflects the physical model from which the variables were derived,
but CCD does not [25].

We used three tests to check the validity of the computation. As a first, the results for the
incremental wave speed and amplitude of the internal solitary waves, shown in Figure 5, were
compared to the theoretical solution (the solid line in Figure 5). The results from all models
agreed well with the theoretical solution. Figures 4 and 5 both show a tendency towards the
formation of two groups, i.e. Models 1, 2, and 5, and Models 3, 4, and 6. In Models 3, 4 and
6, CDS is used to solve the Poisson’s equation. Therefore, using CDS to solve the Poisson’s
equation may have increased the amplitude of the internal solitary waves slightly compared
to CCD (Figure 5).

In the second test, the maximum horizontal velocity and amplitude of the internal solitary
waves were investigated in the second test (Figure 6). The solid line shows the theoretical
solution, which produced a value of 1. Using CCD to solve the Poisson’s equation (Models

Copyright © 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2006; 51:197-219
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Figure 3. Contour lines with intervals of 10 kgm ™ every 5s from initial condition.

3, 4 and 6) provided better results than using CDS (Models 1, 2 and 5) (Table II). As the
maximum horizontal velocities were almost the same for all models, the difference between
results was found to be due to the difference in the amplitude of the internal solitary waves.
Therefore, the computed amplitude was found to be larger than the theoretical solution in
Models 1, 2, and 5.

In the third test, the internal solitary wave form was compared with the analytical solu-
tion at t=20s (Figure 7). The solid line shows the theoretical solution and the dots show
the results of computation. The root mean square error was computed to evaluate validity
(Figure 8). Although all the models reproduced internal solitary waves well, results from
Models 1 and 2 did not fit the theoretical solution as well as those produced by other models.
Comparison of Models 2 and 5 suggests that using CIP for the advection term in the momen-
tum equations may result in better agreement than using CCD for first-phase computation of
momentum equations. Furthermore, from comparison between Models 4 and 6, using CIP for
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Figure 4. Time series of root mean square error of density in tank for Models 1-6.
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Figure 5. Incremental wave speed and amplitude of internal solitary waves for Models 1-6 showing
results of computation and theoretical solution. Solid line indicates theoretical solution.

the advection term was also found to provide better result than using CCD for the first-phase
computation of momentum (Table II).

In terms of density computation, the density profile and vertical gradient of density at
t=20s and x=2.0m are shown on the left and right, respectively (Figure 9). The peak
value for the gradient of density from CIP-CSL2 was slightly larger. However, no significant
differences were found between CIP and CIP-CSL2 when interface thickness was compared.
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Figure 6. Maximum horizontal velocity and amplitude of internal solitary waves for Models 1-6 showing
results of computation and theoretical solution. Solid line indicates theoretical solution.
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Figure 7. Internal solitary wave forms for Models 1-6 at t=20s showing results of computation and
theoretical solution. Solid line indicates theoretical solution.

5.2. Evaluation of performance in solving the Poisson’s equation and computation time

As discussed in Section 5.1, using CCD to solve the Poisson’s equation was important in
obtaining more accurate computation results. Therefore, how CCD and CDS worked in solving
the Poisson’s equation was investigated (Figure 10). Iterations to solve the Poisson’s equation
were carried out by using the residual cutting method at every time step until the root mean
square error reached 1076, It was clear that the number of iterations required was more stable
in Models 3, 4, and 6 than in the other models. Examples of the computed errors for each
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Figure 8. Root mean square error of internal solitary wave forms for Models 1-6 at 1 =20s.

0.115 T i
—— Model 1
— — Model 2
011 i — Model 3
—— Model 1 - = Model 4
0.108 | ~ s |1 O Mode 6 A
- = Model4 || |2
0.106 | Model 5
S Model 6
N 0.104 | N 0.105} |
0.102 ¢
0.1} t=20s 1 017 A
0.098 — 03 1 =20
p-p, 0.095 - - ‘
150 -100 -50 0
pz_ p1
1 dp
p-p, dz

Figure 9. Vertical density profile at t =20s for Models 1-6 (left) and vertical gradient of density
at t=20s for Models 1-6 (right).

model at £=17.12 s are shown in Figure 11. This point in time was chosen as an example
because the deformation of the internal wave shape was large and one of the largest numbers
of iteration was needed to solve the Poisson’s equation at # =17.12s. The necessary iteration
number resulting from using CCD was smaller than using CDS. A combination of CCD

and the residual cutting method may therefore be more efficient for solving the Poisson’s
equation.
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Figure 10. Time series of number of iterations until root mean square error reaches 10~° for
Models 1-6 when the Poisson’s equation is solved.

T

Model 1
A Model 2
— — Model 3
o Model 4
Model 5

= = Model 6

Error

Number of iterations

Figure 11. Root mean square error and number of iterations for Models 1-6 at
t=17.12 s for second-phase computation.
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Figure 12. Average number of iterations and standard deviation for Models 1-6 from ¢ =0
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Figure 13. Comparison of actual computation time required for Models 1-6.

The average number of iterations and standard deviations are shown in Figure 12. Although
the standard deviations for Models 1, 2, and 5 were larger than for the other models, the
average number of iterations in Model 5 was closer to that of the models in which CCD
was used to solve the Poisson’s equation (Models 3, 4 and 6). The scheme used in Model 5
is generally used in a CIP scheme to solve flow in a stratified field. Therefore, comparison
between Models 2 and 5 suggests that using the CIP scheme for the advection term improved
the stability, even though CDS was used to solve the Poisson’s equation (Table II).

Finally, the computation time required for each model was compared (Figure 13). The
horizontal and vertical axes show the time taken for computation and the actual computa-
tion time, respectively. Because CCD was used to solve the Poisson’s equation, the actual
computation time for Models 3, 4, and 6 was almost twice as long as that for the other
models.

6. CONCLUSION

Six different models, using CIP, CIP-CSL2, CCD, and CDS, were applied to reproduce an
internal solitary wave in a stratified flow field, which was generated by step-like disturbance.
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Propagation was considered as the initial problem. Comparisons of mass conservation showed
the obvious result that using CCD to solve the Poisson’s equation (Models 3, 4 and 6)
produced better results than using CDS (Models 1, 2 and 5). Interestingly, using CIP to
compute the advection term in the momentum equations (Model 5) provided better results
than using CCD for first-phase computation of momentum equations (Model 2), which may
have been because CIP reflects the physical model from which the variables were derived,
but CCD does not (Figure 4 and Table II) [25].

In addition, three tests were carried out comparing the numerical computation and the
theoretical solution for the incremental wave speed and amplitude of an internal solitary
wave; the maximum horizontal velocity and amplitude; and the wave form. The results of the
first and second tests showed that using CCD to solve the Poisson’s equation (Models 3, 4
and 6) provided a good agreement with the theoretical solution for internal solitary waves.
The third test showed that Model 5, in which CIP was used to compute the advection term
in the momentum equations, provided better results than Model 2, in which CCD is used.
Comparing the interfaces showed no significant differences between CIP and CIP-CSL2.

Using CCD to solve the Poisson’s equation was found to produce more accurate results
and, hence, the number of iterations and errors were evaluated for the second-phase of the
momentum equations. The average number of iterations and the standard deviation were
smaller when CCD was used to solve the Poisson’s equation (Models 3, 4 and 6) rather
than CDS (Models 1, 2 and 5).

Comparisons suggest that using CIP to compute the advection term in momentum equations
produces more stable results than using CCD for first-phase computation of the momentum
equations (Model 2). Therefore, Model 6, in which CIP was used in the first-phase of the
momentum equation and CCD was applied to solve the Poisson’s equation, may be one of the
most appropriate models for studying internal solitary waves in a two-layer system. It should
be noted that the applicability of this scheme to general internal wave problems requires further
investigation because characteristic phenomenon, such as the breaking of internal waves, are
not discussed in this study.

APPENDIX A
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Second phase:
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CCD was used to solve the turbulent kinetic energy equation for all the models.
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